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ABSTRACT 

CAD systems design and development is not a simple process. It 

consists of large amount of works, most of them are 
interconnected and should be performed either simultaneously or 
sequentially, some of them depend on success of previous works 
etc. Design workflows allow to describe works in visual form and 
calculate their quantitative and qualitative parameters. They 
significantly increase the design process efficiency and the 
product quality due to the usage of participants interaction 

language unification. However, modern workflow management 

tools lack of some important functions especially in part of 
temporal analysis and ontology-based timeline diagrams. 

In this paper, we describe the novel method to convert any 
diagram to a timeline structure like an ontology. The method 
includes converting algorithm and allows engineers to get the 
issue of workflows in which they are involved thus giving them a 

help to design complex CAD systems. It is shown that any 
diagram describing complex system behavior may be converted 

into simple view as a timeline ontology. An illustrated example is 
given in the article. 

CCS Concepts 

• Software and its engineering➝Software notations and 

tools➝Context specific languages➝Visual languages 

•  Theory of computation➝Design and analysis of 

algorithms➝Graph algorithms analysis➝Dynamic graph 

algorithms 
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1. INTRODUCTION 
Automated systems are defined in GOST R 34.601-90 as an 
organizational and technical system that provides solutions based 
on automation of information processes in various fields of 
activity (management, design, production, etc.) or their 
combinations, as well as in the international standard IEEE 1471 
as complex systems that use software intensively. In the business 

process management theory, theoretical computer science, and 
design automation theory, the stages of creating such systems are 

represented by design workflows (by designers who use software 
(computer) development tools intensively). The processing of 
such workflows (business processes) in the end-to-end digital 

design paradigm contains key design procedures: analysis and 
synthesis, which are among the latest research areas and 
significantly affect the result and success of the design. At the 
same time, the problem of the project solutions success in these 
theories has been dealt with for more than 30 years, such attention 

to the problem is caused by a high degree of output of 
development (project solutions) beyond the planned time, 
financial and functional parameters. The existing theory identifies 

the reasons and makes recommendations for improving the 
success of designing complex automated systems. however, 
according to the Standish Group international company, which is 
engaged in research on the success of automated systems 

development, currently only 40% of developments are completed 
successfully. 

2. RELATED WORK 
In modern graphic visual languages theory representing 
workflows, a logical model (behavioral model) is used [1, 2], 
which contains graphical objects and links between them. The 
following graphic languages are widely used in large enterprises: 

UML [3], BPMN [4], AMBER [5], IDEF [6, 7], eEPC [7, 8], and 
PERT [9]. In [5], the AMBER language is described, which has a 
simple data structure (there are no arrays, records, and classes), so 

it is not possible to implement complex business process 
structures on IT. The structural approach is embedded in the IDEF 
methodology [6] and has been developed in the UML, BPMN, 
eEPC languages and the specialized language Pilot Workflow 
ASCON (Russian developer of work flow management systems, 

ASCON firm [8, 10]) in terms of inheriting the object-oriented 
paradigm and introducing the concept of "time" into the diagram 
of workflow models [11]. However, in the most common tools for 

creating and processing diagram models, such as Microsoft Visio 
[12], Visual paradigm UML Tool [13], Aris Toolset [14], IBM 
Rational Software Architect (RSA) [15], pilot Workflow ASCON, 
the analysis of diagram models is performed using direct methods, 
requiring several "passes" depending on the type of error being 

controlled, there is no analysis of the structural features of 
complex diagram models and operational semantic analysis of 
attached software modules of diagram models of dynamic 

workflows. In particular, the workflow model designing tools at 
the Ulyanovsk mechanical plant JSC use specialized software, 
Workflow Designer, which is a component of the project 
management system developed by the RC ASKON-Volga, which 

has the following problems: 

1. In terms of editing workflows. 
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* removing unnecessary business process blocks (tasks and 
procedures). The function not implemented in Workflow 
Designer. It is implemented by creating a new version of the 
business process procedure (function), which starts new 
workflows, and the old ones continue to run in the old version of 

the business process procedure (function). To solve this problem, 

it is necessary to analyze the running workflows for the possibility 
of transferring them to a new version of the procedure (function) 
of the business process. Completed tasks are usually not changed.  

* adding new context variables for tasks and procedures. In 
Workflow Designer, adding new variables is only possible if a 
new version of the business process procedure (function) is 
created, with all the consequences described above. 

* deleting context variables for tasks and procedures. 
Variables are defined at the start level of the workflow, so 
deleting variables is difficult. If the information entered earlier is 
not currently necessary, then deleting it should not cause any 
difficulties. 

* it is almost impossible to add or remove predefined 
(constant) variables that operate at the level of the entire business 

process. In this case, it is suggested to create a new version of the 

business process itself, with restarting all static (constantly 
running) tasks. 

2. Lack of functionality in Workflow Designer for analyzing 
the integrity of the business process for the presence of freezes, 
loops, and finiteness. 

At the moment, there is a large amount of grammars designed or 
adapted for analyzing and controlling the flow patterns of visual 
languages [16, 17]. The most well-known are Web grammar [18], 

Positional grammar [11], Relational grammar, multi-level graph 
grammar [19], and preserving graph grammar [20]. Positional 
grammars are the simplest. Developing on the basis of Plex 
structures [18], they inherited their shortcomings. These 
grammars do not involve the use of join regions. They cannot be 

used for graphical languages whose graphical objects have a 
dynamic variable number of inputs/outputs. they cannot be used to 
control the syntax of graphical languages that contain parallelism. 
The advantage of relational grammars is that they can handle 

errors, but they do not have a mechanism for neutralizing such 
errors. Multi-level and persistent graph grammars can provide 
analysis of graphical languages with a "deep" context dependency, 
which is necessary in languages that allow to specify the 

synchronization of performed actions. Examples of such 
languages are the ones of process graph diagrams and message 
Sequence Charts. Common disadvantages of the above grammars 
are the following. 

1.Increasing the number of productions when constructing a 
grammar for unstructured graphic languages, i.e. if the number of 
primitives of a graphic language is constant, there is a significant 

increase in the number of productions, since it is necessary to 
determine all possible variants of unstructured language.  

2.The complexity of constructing a grammar (increasing the 
complexity of products and their number), and for some 
formalisms, the impossibility of constructing a grammar, for 

graph schemes with unstructured parallelism. 

3.Large time complexity. Analyzers built on the basis of the 

considered grammars offer polynomial or exponential time for 
analyzing graphical languages diagrams.  

In [21, 22], a syntactically-oriented approach based on a family of 
RV-grammars is proposed for processing visual languages. 
However, there are no mechanisms for analyzing and synthesizing 
structural and semantic features of diagrams in terms of their 
integrity and consistency between themselves and the conceptual 

model, including text attributes. The problem of error 

neutralization and its solution is well reflected in classical works 
on compilers, for example, [23]. A method of error neutralization 
for RV-grammars is also proposed [24]. However, the issues of 
neutralization for diagrammatic models of dynamic distributed 
workflows are not resolved in them. Translation of visual 
language models into another target language based on RV-
grammars is solved in [25]. However, the task of translating 

several interrelated diagrammatic models of workflows presented 

in different languages is not considered in the target language. 
Temporal automatic RVTI-grammar [26] considers the 
timestamps of diagrammatic models of workflows, and not the 
events of business processes, so it does not take into account the 
facts of work performed in the analysis. 

With the development of software, maintenance becomes the most 
expensive component of software system development. Studies by 

Myers, Linz, Swanson, and Shah have shown that from 1/2 to 2/3 
of the costs over the life of a software system are spent on 
maintenance [27]. The maintenance stage also accounts for the 
highest costs associated with correcting detected errors [28]. 
Weinberg's analysis of the most expensive errors in the history of 
programming showed that the worst three were caused by 
changing exactly one line of code that was not tested after the 
change was made. Regression testing is the most important stage 

of software verification, aimed at rechecking the correctness of 
the modified program, creating assurance that the modified 
system meets the requirements [29, 30]. The analysis of works 
devoted to regression testing has shown that the main direction of 
research is the formation of an optimal tests set to confirm the 
program's performance, while solving the problems of minimizing 
test sets, determining priorities and selecting tests [31, 32]. There 

are several approaches to solving these problems. 

* McCarthy's approach. Changes are analyzed at the level of 

the entire module. The link between program elements and tests is 
set manually by the developer. 

* The Rothermel and Harrold approach [33], and the Ball 
approach [34]. Changes are analyzed at the node level of the 
program's control flow graph. The relationship of program 

elements to tests is based on dynamic information about the 
execution of each test. 

• AST-based approach. The analysis of changes takes place 

at the level of the vertices of the abstract syntax tree (AST) of the 
program. The Association of program elements with tests is set at 
the AST level based on dynamic information about the execution 
of each test. 

* Approach based on the firewall concept [35]. Changes are 
analyzed at the level of entire modules. The Association of 
program elements with tests is not taken into account. 

However, existing regression testing approaches do not take 

into account the specifics of business processes in the system flow 
control works large industrial enterprises (for example, network 
coordination documentation, coordination of changes of design 

and technological documentation, changes in the structure and the 
list of performers and others), so do not allow you to 
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automatically check the implementation of business processes, 
their compliance with the existing spec flow control works. 

3. METHOD TO CONVERT A DIAGRAM 

INTO A TIMELINE ONTOLOGY 
The diagram is the input data for the method. It can be developed 

in any graphical language and in any design tool. As a rule, such 
diagrams are presented in an XML description and are 

materialized in files [36-40]. Below the algorithm for converting a 
diagram into a timeline ontology is shown. 

1. Delete vertices without external links. 

2. Hide verbs that do not contain verbs (see Fig. 1). 

a. To the top of the unparsed. 

b. Check whether the vertex is an action, if so, before moving 
to the next vertex. 

c. Get an unanalyzed incoming edge. 

d. If there are none, go to step j. 

e. Get the initial vertex for this edge. 

f. Get an unanalyzed outgoing edge. 

g. If there are no such edges, delete the outgoing edge and go 
to step c. 

h. Adding a link between the initial vertex of the incoming 
edge and the final vertex of the outgoing edge. 

i. Go to step f. 

j. Delete all outgoing edges. 

k. Delete the vertex. 

3.Calculate the minimum number of steps to each vertex of 
the diagram. 

4.Display vertices on the timeline according to the minimum 
number of steps to reach them. 

The example diagram of technological processes in project 
management is shown in Fig. 2. 

After deleting vertices without links the diagram will be set 

as shown in Fig. 3. 

Next, vertices without actions (e.g. input and output data), 
edges without vertices and undirected edges are removed. The 
result can be seen in Fig. 4. 

For each process step a minimum reaching time in units from 
the initial vertices is calculated. Corresponding values are 

appended to the diagram (Fig. 5). 

Fig. 6 shows the final timeline ontology. 

 

1 1

1

 Action 1 Action 2

Action 3 Action 4  
Figure 1. Example of hiding vertex 1. 
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Figure 2. Project management system.
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Figure 6. Building a timeline ontology. 

4. CONCLUSION 
A method for automated synthesis of the timeline ontology from 
diagram is presented. Diagrams are workflows in the basis of 

graphic languages in computer-aided systems (CAD). This 
method automates the production of an ontological model and 
presents the denotative semantics of diagrams of workflows in 
CAD. The method creates a timeline ontology as taxonomy (the 

first conceptual level of ontology description). The method helps 
the designer, analyst, and expert to identify errors in 
understanding the flow of design work, reduce the semantic gap 

between the stages of conceptual design, layout, and prototype 
manufacturing, and increase the digital engineering culture of 
joint design of complex technical automated systems. The method 
differs from the existing ones in that it takes into account the 
hybridity and dynamic nature of grammatical models of project 

workflows, takes into account the concept of "time" and the 
parameter "hours". 

In future works authors describe the method to restructure any 

diagram for checking errors. 
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