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grammars to the well-known generalized railroad crossing 

problem is presented too 

Keywords—timed grammars; cyber-physical systems; analysis; 

workflows; business process 

I.  INTRODUCTION 

Applying timed automaton for designing, specification, 
controlling and analyzing real-time systems is well-known 
practice [1]. Timed and hybrid automatons is used for analyzing 
and managing manufacturing (MM) and workflows of cyber-
physical systems (WCPS) [2]. 

When solving the tasks of MM&WCPS’s design, 
specification, control and analysis, there are problems with 
access to resources, blocking, liveliness limitation (liveness, 
reversibility, boundedness, reachability, dead transitions, 
deadlocks, home states). The examples of MM&WCPS’s tasks 
are the control of the nuclear reactor’s temperature and the 
control of the railway level-crossing gate [3], and electronic 
workflows. These tasks successfully apply timed context-free 
grammars. A large number of MM&WCPS sets the task of 
monitoring and analyzing. It can be accomplished by various 
mathematical methods based on workflows [6]. At present, π-
calculus is a promising but very young and evolving theory. It 
has many open questions and unresolved problems. Petri nets 
which are widely used do not have a universal framework for 
MM&CPS’s modeling and analyzing. In order to analyze 
various properties (liveliness, attainability, safety), MM&CPSs 
are modeled in different types of Petri nets. In order to analyze 
MM&CPS in the error-free systems’ development in the 
conceptual design phase, the model checking method is widely 
used. However, it is mainly developed for experienced scientists 
and engineers, since it is complex to understand and use [1]. 
MM&CPSs are also specified by managers who do not have 
training in formal models and informatics. Formal analysis 
requires a detailed representation of the process model in a 
formal language. 

Although, relevant and having big practice famous is a 
problem researching mechanisms to analyze and control 

MM&CPS. Author offers that mechanism based on automaton 
RT-grammars with a memory. 

II. RELATED WORKS 

Author researches some works which consider workflow 
specification, verification and translation. Several works have 
focused on specifying formal semantics and verification 
methods for workflows using Petri nets, process algebra, 
abstract state machine, see, e.g., 
[5,6,7,8,9,10,11,12,13,14,15,19,25]. In [12], Decker and Weske 
offer a Petri Net-based formalism for specifying choreographies, 
properties as reliability and local enforceability, and method to 
check these two properties. However, they consider only 
synchronous communication, and have not research mappings 
to high-level interaction modeling languages as BPMN. In work, 
[16] studies BPMN behaviors from a semantic point of view, 
and proposes several BPMN pat-terns. This work is not 
theoretically grounded and is not complete, that reviews only a 
few patterns. Lohmann and Wolf [17] propose an analysis with 
help existed patterns and to control these with help compatible 
patterns. In [18], author has focused on the translation of BPMN 
into process algebra to analyze choreographies with help model 
and equivalence checking. 

The main limit of considered methods are that they do not 
work in the presence of different diagram types at once, meaning 
that in some cases, the input diagrams cannot be analyzed. 

III. DEFINITION TIMED RT-GRAMMARS 

The automaton timed RT-grammar is a R-grammar 
extension [20-24]. It is represented by six following 
components: 

𝐺 =  (𝑉, ∑, 𝐶, 𝐸, 𝑅, 𝑟0)

where 𝑉 = {𝜈𝑒 , 𝑒  =   1, 𝐻} is  an auxiliary alphabet (the 

alphabet of operations over internal memory);  ∑ = {𝑎𝑙 , 𝑙  =

1, 𝐿} is a terminal alphabet of a language; 𝐶 −is a finite set of 

clock identifiers; 𝐸 − is a set of time expressions C (clock 

limitation and clock reset), is limited by the following 

expressions: from the beginning  {𝑐 ≔ 0} and onwards {𝑐~𝑥}, 
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and 𝑐 is a variable, and 𝑥 is a constant, ~ ∈ {=, <, ≤, >, ≥}; 𝑅 =

{𝑟𝑖 , 𝑖  =   0, 𝐼} is grammar scheme G (a set of names of 

production rules’ complexes, each complex 𝑟𝑖 consists of  

subset 𝑃𝑖𝑗  of production rules  𝑟𝑖   =   {𝑃𝑖𝑗 , 𝑗  =   1, 𝐽}); 𝑟0 ∈

𝑅 is a RT-grammar axiom (the name of the initial complex of 

production rules), 𝑟𝑘 ∈ 𝑅 is a conclusive complex of production 

rules. Production rule 𝑃𝑖𝑗 ∈ 𝑟𝑖  is given as 𝑃𝑖𝑗 : 𝑎𝑙
𝑊𝜈(𝛾1,… ,𝛾𝑛)

𝐸
𝑟𝑚, 

where 𝑊𝜈(𝛾1, … , 𝛾𝑛) is a n-th relation, which determines the 

type of operation over the internal memory depending on 𝜈  ∈
  {0,1,2} (respectively, 0 – operation is not performed, 1 – 

record, 2 – read); 𝛾1, … , 𝛾𝑛 ∈ 𝑉; 𝑟𝑖 ∈ 𝑅 is the name of the 

complex of a production rule’s source;  𝑟𝑚 ∈ 𝑅 is the name of 

the complex of a production rule’s successor. 
Example 1. The author deals with a language in which each 

sequence 𝑎 is accompanied by the same number of sequence 𝑏, 
and there are at least two 𝑎 and two 𝑏. For each pair of sequences  
𝑎 and 𝑏, the first symbol b should appear within 5 units of time 
from the first symbol 𝑎, and the final symbol 𝑏 should appear 
within 20 units of time from the first character 𝑎. The context-
free timed grammar of this language [10] is defined as: 

𝑆 → 𝑅 𝑆, 
𝑅 →  𝑎 {𝑐 ∶=  0}𝑇 𝑏 {𝑐 <  20}, 
𝑇 →  𝑎 𝑇 𝑏, 
𝑇 →  𝑎 𝑏 {𝑐 < 5 }.

The author gives a definition of this language: 

𝐿 = {𝑎𝑛(𝑏, 𝑐 < 5)(𝑏𝑚, 𝑐 < 20)|𝑚 > 0, 𝑛 = 𝑚 + 1} 

Graphical RT-grammar representation (as a stack-like internal 

memory automata) analyzing the language (3) is shown in Fig. 

1. 

 

Fig. 1. Timed stack memory RT-automata 

Example 2. A classic example of a generalized railroad 
crossing problem [3] can be described by a timed automaton 
(Fig. 2). 

           

Fig. 2. A timed automaton that formalizes a generalized railroad crossing 

problem 

The train’s states (locations) r0 and rk are axioms. In location 
r1 the train is approaching to the railroad track crossing; the 
clock is set to zero. The location r2 is before the railroad track 
crossing, so the railroad track is open only for the train located 

in this location; moreover, other railroad tracks are closed after 
time k1. Then the train is in location r3 up to time k2, after that it 
leaves the location r3, and this track is open for the next train. 

The context-free grammar [10] is given as: 

𝑆 → 𝑅 𝑆, 
𝑅 →  𝑥 {𝑐 ∶=  0} 𝑇 𝑧 {𝑐 > 𝑘2}, 
𝑇 →  𝑦(𝑐 > 𝑘1)𝑇, 
𝑇 → 𝑦𝑇, 
𝑇 → 𝑦. 

A timed context-free language describing the cyber-physical 
system of railroad track crossing (see Fig. 2) is defined as: 

 𝐿 = {(𝑥, 𝑐 ≔ 0)(𝑦, 𝑐 > 𝑘1)𝑦𝑛(𝑧, 𝑐 > 𝑘2)|𝑛, 𝑘1, 𝑘2 > 0} 

IV. THE TEMPORAL BUSINESS PROCESS MODEL TO 

COORDINATE ELECTRONIC WORKFLOWS 

The stage to coordinate electronic workflows contains two 
levels: upper (Fig. 2) and lower (Fig. 3), that is written in special 
visual language. 

 

Fig. 3. Top level of the coordination 

The top level represents the laboratory coordination in 
respect of a correctness of the scheme (verification of electric 
circuits, nomenclatures, etc.). The bottom level represents the 
coordination of construct (technology of radio mounting, etc.). 
The specified workflows are presented in the specialized 
language allowing to organize conditional and side-by-side 
execution of works. The topological correctness (especially in 
respect of deleted “And”, “OR” branching and their merges) is 
offered to be carried out by means of the author's device of RT-
grammars [20-24]. 

 

Fig. 4. Bottom level of the coordination 
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The specialized visual language allows to organize an 
enclosure of processes at the expense of several elements. The 
curtailed sub process is developed for visualization of work-
flows in the form of diagrams in software products of ASCON 
[26]. Such specialized visual language is used by one of the large 
industrial enterprise as JSC “Ulyanovsk mechanical plant”. A 
creation of parallel workflows is supported in this language. 
Control of such workflows is possible by means of two elements 
“Events” and “Semaphore” which work together with the 
expectation element and additional type of communication of 
“Synchro action”. There is “Phantom” element which allows to 
connect parts of the diagram at the different levels of an 
enclosure. A number of graphic elements of language is shown 
in Table 1. 

TABLE I.  ELEMENTS OF THE SPECIALIZED LANGUAGE 

Name 
Graphical 

element 
Description 

Procedure 
 

The curtailed subprocess which is possible 

for causing repeatedly. Has only one 
entering communication like “To pass into 

the procedure” 

Task  
The curtailed subprocess in which action 

is obligatory to performance by the user 

Iteration  
The curtailed subprocess which 

performance is required repeatedly 

Call 

procedure  

It is used together with “to pass into the 

procedure” and the procedure block 

Create 

workflow  
Create a new workflow 

Intransitive 
 

The operation which is carried out by the 

user 

Script (Auto 

operation)  
 

Branching 
 

Has only two proceeding 

communications. True and false 
respectively 

Phantom 
 

Allows to connect parts of the chart at the 

different levels of an enclosure. In fact, is 

communication 

Event 
 

It is used together with “Expectation”. 

Rub entering, one of them “Synchro 

action” notifying on performance of an 
event. 

Semaphore 
 

It is used together with "Expectation”. 

Rub entering, one of them “Synchro 

action” notifying on the beginning and 
completion of events. 

Activate 
 

Two proceeding branches, one of them 

“Synchro action” notifying “Event” on a 
successful completion of an event have 

Waiting 
 

Two proceeding branches, one of them 

“Synchro actrion” monitoring the status of 

performance of an event have. Passes a 
workflow only in case of a successful 

completion of an event 

Increment 
 

Two proceeding branches, one of them 
“Synchro action” notifying “Semaphore” 

on the beginning of execution of an event 

have 

Decrement 
 

Two proceeding branches, one of them 

“Synchro action” notifying “Semaphore” 

on completion of execution of an event 
have 

 

The developed automaton RT-grammar of language (Table 
2) allows to carry out the analysis of topology of diagrams of the 
specified language and to reveal mistakes. 

TABLE II.  RT-GRAMMAR OF THIS VISUAL LANGUAGE 

Start State Quasiterm End State Operations with memory 

r0 A0 r3 o 

r1 return r2 w2(b
4m) 

r2 vA r1 w1(s
1m,t4m), CALL vA 

 vIT r1 w1(s
1m,t4m), CALL vIT 

 Ak r4 o 

 Akm r5 w1(1
t(1),it(2))/w2(e

t(1)) 

 _Akm r5 w1(inc(mt(1)))/w3(m
t(1)<kt(2)-1) 

 Akme r4 w1(inc(mt(1)))/w3(m
t(1)=kt(2)-1) 

 CL r6 w1(t
4m) 

 TH r6 w1(1
t(7), it(8), t4m) 

 SC r3 o 

 SCm r5 w1(1
t(3),it(4))/w2(e

t(3)) 

 _SCm r5 w1(inc(mt(3)))/w3(m
t(3)<kt(4)-1) 

 SCme r3 w1(inc(mt(3)))/w3(m
t(3)=kt(4)-1) 

 C r7 w1(t
2m) 

 EV r3 w1(0
t(5), 0t(9),0t(11))/w2(e

t(5)) 

 S r3 w1(0
t(6), 0t(10),0t(12))/w2(e

t(6)) 

 F r11 w1(t
3m) 

 W r9 w1(t
3m) 

 IN r11 w1(t
3m) 

 D r12 w1(t
3m) 

r3 rel r2 o 

r4 no_label r17 * 

r5 labelC r2 w2(b
2m) 

r6 prel r13 o 

r7 nrel r2 o 

r8 PHsp r6 o 

r9 arel r14 o 

r10 PHsa r9 o 

r11 airel r15 o 

r12 adrel r16 o 

r13 vPR r1 w1(s
1m), CALL(vPR) 

 PHep r8 o 

r14 THa r2 w1(inc(mt(7)))/w3(m
t(7)<kt(8)) 

 PHea r10 o 

 EVa r2 w1(1
t(9)), w2(b

3m) 

 Sa r2 w1(1
t(10)), w2(b

3m) 

r15 EVa r2 w1(inc(mt(5)), 1t(11)), w2(b
3m) 

 Sa r2 w1(inc(mt(6)), 1t(12)), w2(b
3m) 

r16 Sa r2 w1(dec(mt(6)), 1t(12)), w2(b
3m) 

Since the notation of the language has sub processes, the 
grammar is hierarchical, the CALL and RETURN functions are 
used to organize the analysis. A global nesting depth 
independent store is introduced, in which the automaton state is 
stored before entering the sub process. Some elements can 
generate the main type of connection “Go to” many times. All 
other types of connections come from the elements one time. 
Therefore, when going to elements with different types of 
communication, initially there is a transition to “non-typical” 
element with a reference to the continuation of the main stream 

The grammar uses 4 stacks and 12 tapes. The purpose of the 
stacks is as follows. 

A global stack is to store the state before entering the sub-
process; for the “Branch” element; to return to the items after the 
transition using the type of the “Synchronization” connection, to 
store the quasiterm, from which the analysis will continue after 
the return from the sub process.  



The purpose of the tapes is as follows. 

Three tapes are to count the analyzed incoming branches of 
the elements “Exit Point”, “Auto Operation” and “Create Flow”. 

Three tapes are to store the total number of incoming 
branches of the elements “Exit Point”, “Auto Operation” and 
“Create Stream”. 

Two tapes are to count the status of elements “Event” and 
“Semaphore”. 

Two tapes are to control the communication of event 
elements and “Wait for event”. 

Two tapes are to control communication and controlling 
events. 

The condition for successful execution (*) is empty stacks; 
completely calculated branches of the elements “Exit point”, 
“Auto-operation” and “Create flow”. 

The value 1 for each passed “Event” element in the 
corresponding tape. 

The value 0 for each passed “Semaphore” element in the 
corresponding tape. 

A value of 1 for each passed element in the tapes control-ling 
relationships of the event elements. 

The developed RT-grammar allows defining the following 
types of topological errors: absence of communication, hang-ing 
connection, control transfer error, inadmissible connection of 
elements, “Deadlock”, hang, uncertainty, absence of flow path, 
violations in complex structures of parallel-sequential processes 
and others. 

Analysis of the text component of the diagram blocks is 
performed using the method [12], which consists in the dynamic 
construction of the graph of concepts and the coordination with 
it of the next text component. 

V. CONCLUSION AND FUTURE WORKS 

Author researches for domain of MM&WCPSs from point 
of view problems as deadlock, reachability and others. So, he 
developed automaton RT-grammar with a memory to analyze 
and check (fix) complex electronic workflows of manufacturing 
at the large industrial enterprise and for cyber-physical systems. 
There are some examples that are how to use this RT-grammar 
for famous problems as generalized railroad crossing and 
coordination of electronic workflows at the large industrial 
enterprise. There is a specialized visual language at Ulyanovsk 
Mechanical Plant using for the production-support work, which 
author tries to formalize and gives RT-grammar for it. As result 
of using this RT-grammar at that plant, the production-support 
work becomes more efficiency (less time is spent on to 
coordinate the electronic workflows). 

In the future works, the author is going to deal with timed 
grammars for the analysis, control and translation of dynamic 
project workflows’ problems, in which the time factor occupies 
a significant place. Use of such grammars will eliminate a 
number of semantic errors at the stage of conceptual design of 
complex computer systems. 
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